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Abstract. In the standard Coxeter presentation, the symmetric group $S_n$ is generated by the adjacent transpositions $(1,2), (2,3), \ldots, (n-1,n)$. For any given permutation, we consider all minimal-length factorizations thereof as a product of the generators. Any two transpositions $(i,i+1)$ and $(j,j+1)$ commute if the numbers $i$ and $j$ are not consecutive; thus, in any factorization, their order can be switched to obtain another factorization of the same permutation. Extending this to an equivalence relation, we establish a bijection between the resulting equivalence classes and rhombic tilings of a certain $2n$-gon determined by the permutation. We also study the graph structure induced on the set of tilings by the other Coxeter relations. For a special case, we use lattice-path diagrams to prove an enumerative conjecture by G. Kuperberg and J. Propp (counting rhombic tilings of certain octagons), as well as a $q$-analogue thereof. Finally, we give similar constructions for two other families of finite Coxeter groups, namely those of types $B$ and $D$. 
1. Introduction

This paper has two main goals: 1) establishing a connection between reduced words (or reduced decompositions) and rhombic tilings, and 2) proving an enumerative formula for tilings of a certain kind of octagons. Some definitions and history will help motivate what follows.

A plane partition is defined as a matrix \((m_{ij})\) with non-negative integer entries and non-increasing rows and columns. It can also be thought of as a subset of \((\mathbb{Z}^+)^3\), namely

\[
\Pi = \{ (i,j,k) : 1 \leq k \leq m_{ij} \};
\]

it is clear that if \((a,b,c) \in \Pi\), then \(\Pi\) contains the entire \(a \times b \times c\) box

\[
\{ (i,j,k) : 1 \leq i \leq a, 1 \leq j \leq b, 1 \leq k \leq c \}.
\]

Several symmetry operations can be defined on plane partitions: reflections in the planes \(x = y, x = z, y = z\); rotations of 120° and 240° around the axis \(x = y = z\); and, if the plane partition is considered to be inside an \(a \times b \times c\) box, complementation, i.e. replacement of \(\Pi\) by

\[
\Pi^c = \{ (a+1-i, b+1-j, c+1-k) : (i,j,k) \in \Pi \}.
\]

Much work has been done (see, for instance, [8], [13], and [14]) to enumerate plane partitions that fit inside given \(a \times b \times c\) boxes and possess given symmetry groups.

It is sometimes useful to regard the plane partition as composed not of lattice points, but of unit cubes in \(\mathbb{R}^3\). In that case, if observed from a point \((n,n,n)\) with \(n\) large, a plane partition clearly corresponds to a tiling of a (convex) hexagon by rhombi. (Figure 1; see also [3].) The hexagon has angles of 120° and sides of lengths \(a, b, c, a, b, c\); the rhombi are unions of pairs of equilateral triangles with sides of length 1. All the symmetry properties for plane partitions translate naturally to similar properties for tilings; in particular, as in figure 1, invariance under complementation corresponds to central symmetry.
In [8], Greg Kuperberg used this point of view. After converting a plane partition to a rhombic tiling of a hexagon, he considered that tiling as a break-up of the set of underlying unit equilateral triangles into adjacent pairs, i.e., a perfect matching in a graph whose vertices are the triangles, two vertices being adjacent if the triangles are. He then applied the so-called permanent-determinant and Hafnian-Pfaffian methods to enumerate such perfect matchings.

The next logical step was to look at tilings of an octagon; in this case, the methods mentioned above do not apply. Kuperberg and James Propp conjectured [9] that for an octagon with angles of 135° and sides of lengths $a, b, 1, 1, a, b, 1, 1$, the number of possible rhombic tilings was

$$2(a + b + 1)!(a + b + 2)! \div ab!(a + 2)!(b + 2)! .$$

We prove this formula, as well as a $q$-analogue, in sections 4 and 5, and in the process (section 2; see also sections 6 and 7) exhibit another interpretation of rhombic tilings.

Another important definition we need to mention is that of a Coxeter group. A Coxeter group is a group $W$ that has the following kind of presentation:

$$W = < s_1, \ldots, s_n : (s_is_j)^{m(i,j)} = 1 \text{ for all } i, j >,$$
where \( m(i,i) = 1 \) for all \( i \), and \( m(i,j) \geq 2 \) if \( i \neq j \). The Coxeter diagram of \( W \) is a graph in which the \( s_i \) are the vertices; \( s_i \) and \( s_j \) are joined by an edge if \( m(i,j) \geq 3 \), and that edge is labeled with \( m(i,j) \) if \( m(i,j) \geq 4 \).

For any \( w \in W \), the least \( k \) such that \( w = s_{i_1}s_{i_2}...s_{i_k} \) is called the length of \( w \), and denoted by \( l(w) \). An ordered \( k \)-tuple \( z = (i_1, i_2, ..., i_k) \), with \( w = s_{i_1}s_{i_2}...s_{i_k} \) and \( k = l(w) \), is called a reduced word for \( w \).

Suppose that \((s_is_j)^{m(i,j)} = 1\), with \( i \neq j \), is one of the relations, and that \( z \), a reduced word for \( w \), has a consecutive subword \((i, j, i, j,...)\), with a total of \( m(i,j) \) \( i \)'s and \( j \)'s. Then we can replace that subword by \((j, i, j, i,...)\), obtaining a word \( z' \); clearly, \( z' \) is also a reduced word for \( w \). We call this procedure applying that relation to \( z \). If \( C \) is a subset of the set of relations, two reduced words for \( w \) are called \( C \)-equivalent if one can be obtained from the other by applying a sequence of relations from \( C \). The resulting equivalence classes are called \( C \)-equivalence classes.

The following facts, the proofs of which can be found in [1] or [7], will be assumed.

1.1 FACT. If \( W \) is a finite Coxeter group and \( C \) is the set of relations \((s_is_j)^{m(i,j)} = 1\) for all \( i \neq j \), then for any \( w \in W \), any two reduced words are \( C \)-equivalent.

1.2 FACT. The symmetric group \( S_n \) is a Coxeter group, generated by \( \tau_1, \ldots, \tau_{n-1} \) (with \( \tau_i \) corresponding to the transposition \((i, i+1)\)), subject to the following 3 sets of relations:

\[
C_0: \quad \tau_i^2 = 1, \text{ for all } i;
\]

\[
C_1: \quad \tau_i\tau_j = \tau_j\tau_i, \text{ whenever } |i-j| > 1;
\]

\[
C_2: \quad \tau_i\tau_{i+1}\tau_i = \tau_{i+1}\tau_i\tau_{i+1}, \text{ for all } 1 \leq i \leq n-1.
\]

We prove in section 2 that for any permutation \( \sigma \in S_n \), the set of \( C_1 \)-equivalence classes of reduced words for \( \sigma \) is in a one-to-one correspondence with the set of rhombic tilings of a certain polygon determined by \( \sigma \). (For the
special case of the order-reversing permutation \( w_0 \), discussed in section 3, a related correspondence was given by Günter Ziegler in [16]).

We can also consider these \( C_1 \)-equivalence classes as vertices of a graph, where two classes are adjacent if a member of one is \( C_2 \)-equivalent to a member of the other. In section 3, we will see that this graph is connected and bipartite. For the special case of \( w_0 \), this graph (also considered as a ranked poset) has occurred in the study of quantum groups (A. Berenstein and A. Zelevinsky, [2]), as well as that of the higher Bruhat orders (G. Ziegler, [16]; Yu. Manin and V. Schechtman, [10]; and others).

Finally, in sections 6 and 7, we give similar constructions for two other families of Coxeter groups, namely those of type \( B \) and \( D \).

**2. The bijection between tilings and \( C_1 \)-equivalence classes in \( S_n \)**

For any \( \sigma \in S_n \), let \( X(\sigma) \) be a \( 2n \)-gon, with all sides having length 1, as follows. Let \( M \) be the uppermost vertex; the first \( n \) sides counter-clockwise from \( M \), labelled 1, 2, ... , \( n \), form one half of a regular \( 2n \)-gon, whereas the first \( n \) sides clockwise from \( M \), labelled \( \sigma(1) \), \( \sigma(2) \), ... , \( \sigma(n) \), are arranged so that sides with equal labels are parallel. (See figure 2.)

\[
\sigma = \begin{pmatrix}
123456 \\
653142
\end{pmatrix}
\]
(REMARK. The actual values of the side lengths and angles are actually immaterial, and will sometimes be modified for convenience; all we need is for the left-hand side of $X(\sigma)$ to be convex, and for any two identically-labelled sides to be parallel and of same length.)

We let $T(\sigma)$ denote the set of tilings of $X(\sigma)$ by rhombi with sides of length 1. For a given tiling of $X(\sigma)$, let any path joining $M$ to its antipode $M'$ and consisting of precisely $n$ tile edges be called a border.

(2.1) LEMMA. Any border, except the rightmost, has at least one tile which touches it with 2 sides, from the right.

PROOF. Let us first suppose that the border has no sides in common with the rightmost one. Draw horizontal lines through $M$ and $M'$, and consider the sum of all the angles shown in figure 3. On one hand, that sum clearly equals $180n^\circ$. But, if no tile touches the border with 2 sides, then there must be $n$ distinct tiles touching it with one side each, and each contributing $180^\circ$; also, the very first and very last angles are positive, and do not belong to any tile, thus making the sum greater than $180n^\circ$. Hence some tile must touch the border with 2 sides.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3.png}
\caption{fig. 3}
\end{figure}
If some edges of the border are also part of the rightmost one, we can pick a maximal subsequence of consecutive edges that are not, and apply the same argument as above.

In the standard presentation (1.2), let \( W(\sigma) \) be the set of reduced words for \( \sigma \); let \( V(\sigma) \) be the set, and \( N(\sigma) \) the number, of \( C_1 \)-equivalence classes in \( W(\sigma) \).

(2.2) THEOREM. There exists a bijection between \( T(\sigma) \) and \( V(\sigma) \).

PROOF. In any specific rhombic tiling of \( X(\sigma) \), we may order the tiles as follows: 1) take the leftmost border; 2) assign the number "1" to some tile that touches the border with 2 sides; 3) replace, in the border, those 2 sides with the other 2 sides of the tile; 4) assign the number "2" to some tile that touches the new border with 2 sides, from the right; and so on, until the border equals the rightmost one. (See figure 4.) Let \( U(\sigma) \) be the union of the sets of such orderings of tilings of \( X(\sigma) \), taken over all the possible tilings.

Each step in the above procedure corresponds to applying a \( \tau_i \) to the border, viewed (if read from top to bottom) as a permutation of \( [n] = \{ 1, \ldots, n \} \). Let \( z_k \) equal \( i \), where \( \tau_i \) is the transposition applied at the \( k \)-th step. This gives a word \( z = (z_1, z_2, \ldots, z_m) \), with \( \tau_{z_1} \tau_{z_2} \ldots \tau_{z_m} = \sigma \).

For each pair \( (i,j) \) such that \( i < j \) but \( \sigma(i) > \sigma(j) \), the interchange of \( i \) and \( j \) must be performed by an \( (i,j) \)-tile, that is, a tile with sides labelled \( i \) and \( j \). Once \( i \) and \( j \) have been switched, the (right-hand-side) angle they form becomes greater
than 180°, so they clearly can never be switched back by a tile touching the border from the right. Thus \( m \), the total number of tiles, equals \( \text{inv}(\sigma) \), implying that \( z \) is indeed a reduced word; the presence or absence of each kind of tile depends on \( \sigma \) only, rather than on the specific tiling used.

Conversely, any \( z \in W(\sigma) \) can be reinterpreted to give an ordered tiling of \( X(\sigma) \). We can simply start with the leftmost border, and then add tiles to it, from the right, according to the entries of \( z \). (Since \( z \) is a reduced word, we always have
\[
I(\tau_{z_1} \tau_{z_2} \ldots \tau_{z_{i-1}} \tau_{z_i}) > I(\tau_{z_1} \tau_{z_2} \ldots \tau_{z_{i-1}}),
\]
so, when the time comes to place the \( i \)-th tile, the \( z_i \)-th edge of the border has a lesser label than the \((z_i+1)\)-st one; thus the tile can be placed on the right side of the border.) Thus, we have a bijection between \( U(\sigma) \) and \( W(\sigma) \).

Now, if \( z \) differs from \( z' \) by the interchange of \( z_k \) and \( z_{k+1} \), with \(|z_k - z_{k+1}| > 1\), then the \( k \)-th and \((k+1)\)-st tiles of the ordered tiling corresponding to \( z \) lie on a common border but have no common sides; their numbers can thus be safely interchanged without affecting anything else. So the ordered tilings corresponding to \( z \) and \( z' \) differ only by the ordering of the tiles, and hence the same is true for any \( C_1 \)-equivalent \( z \) and \( z' \).

Conversely, we need to show that any two valid orderings \((A \text{ and } B, \text{ say})\) of a tiling correspond to \( C_1 \)-equivalent words. Let \( m \) be the number of tiles. If the \( m \)-th tile of \( A \) (\( t \), say) is the \( k \)-th tile of \( B \), with \( k < m \), then look at the \((k+1)\)-st tile of \( B \) (\( t' \), say). Since \( t \) and \( t' \) are consecutive in \( B \), they must be on some common border; however, since \( t \) came before \( t' \) in \( B \) and \( t' \) came before \( t \) in \( A \), they cannot have a common side. Hence, if \( z \) is the word corresponding to \( B \), we have \(|z_k - z_{k+1}| > 1\); so we can interchange, in \( B \), the labels "\( k \)" and "\((k+1)\)" which will switch \( z_k \) and \( z_{k+1} \). Repeat this until the \( m \)-th tile of \( A \) is also the \( m \)-th tile of \( B \); induction takes care of the rest.
Thus, $z$ and $z'$ are $C_1$-equivalent if and only if the ordered tilings corresponding to $z$ and $z'$ are orderings of the same tiling. Hence we have a bijection between $V(\sigma)$ and $T(\sigma)$. 

The following recursive formula is due to Victor Reiner [11]. (We will not use it in this paper.)

For any $\sigma \in S_n$, define the descent set $D(\sigma) := \{ i : \sigma(i) > \sigma(i+1) \}$.

(2.3) PROPOSITION. If $\sigma$ is the identity permutation, then $N(\sigma) = 1$; otherwise,

$$N(\sigma) = \sum_{\emptyset \neq A \subseteq D(\sigma)} (-1)^{|A|+1} N \left( \sigma \prod_{i \in A} \tau_i \right).$$

PROOF. Let $T(i, \sigma)$ be the set of rhombic tilings of $X(\sigma)$ which have a tile touching the $i$-th and $(i+1)$-st edges of the rightmost border. (Of course, $T(i, \sigma)$ is empty if $i \in D(\sigma)$.) Now, for any $\emptyset \neq A \subseteq [n-1]$,

$$\bigcap_{i \in A} T(i, \sigma)$$

is clearly in bijection with

$$T \left( \sigma \prod_{i \in A} \tau_i \right)$$

if $A \subseteq D(\sigma)$ and $|i-j| > 1$ for all $i, j \in A$, and empty otherwise. Apply the Inclusion-Exclusion Principle. 

3. $T(\sigma)$ as a graph and the case $\sigma = w_0(n)$

Let us consider $T(\sigma)$ as the set of vertices of a graph, where two tilings are adjacent if one of them can be obtained from the other by "flipping" a sub-hexagon made up of 3 rhombi (see figure 5).

(3.1) PROPOSITION. $T(\sigma)$ is connected.
PROOF. By (1.1), one can get from any reduced word for \( \sigma \) to any other by repeatedly applying relations of type \( C_1 \) and \( C_2 \). Applying \( C_1 \) corresponds to going between different orderings of the same tiling; and it is easy to see that applying \( C_2 \) corresponds to flipping sub-hexagons. Thus, it is possible, by means of such hexagon-flips, to get from any tiling of \( X(\sigma) \) to any other.

(3.2) PROPOSITION. \( T(\sigma) \) is bipartite.

PROOF. For any reduced word, consider the sum of its entries: it is obviously constant on each \( C_1 \)-equivalence class, but its parity is changed by applying \( C_2 \).

Let a tiling \( T \) of \( X(\sigma) \) be given. For each \( i \in [n] \), the tiles which have a side parallel to the \( i \)-th side of the left border of \( X(\sigma) \) form a strip, joining that \( i \)-th side to the side parallel to it on the right border. (See figure 6, \( i = 3 \).)
Define

\[ \text{Inv}(\sigma, i) := \{ j \in [n] : (i-j)(\sigma(i)-\sigma(j)) < 0 \} \]

(Note that the strip consists of precisely \(|\text{Inv}(\sigma, i)|\) tiles.) For any \(i \in [n]\), let \(\sigma_i\) be the permutation induced by \(\sigma\) on \([n] \setminus \{i\}\). (We think of permutations as linear orderings; so, if \(\sigma = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 \\ 5 & 3 & 2 & 4 & 1 \end{pmatrix}\), then \(\sigma_3 = \begin{pmatrix} 1 & 2 & 4 & 5 \\ 5 & 2 & 4 & 1 \end{pmatrix}\).)

(3.3) LEMMA. Fix \(i \in [n]\). There is a bijection between \(T(\sigma)\) and the set of pairs \((T', p)\), where \(T' \in T(\sigma_i)\), and \(p\) is a path in \(T'\), connecting the \((i-1)\)-st vertex counter-clockwise from \(M\) and the \((\sigma(i)-1)\)-st vertex clockwise from \(M\), and consisting of \(|\text{Inv}(\sigma, i)|\) edges.

PROOF. For any tiling of \(X(\sigma)\) (figure 7a), the strip corresponding to \(i\) can be shrunk down to a path (7b, \(i = 3\)). We can then bend the angles slightly, so as to make the left-hand side regular; the result is a tiling of \(X(\sigma_i)\), with a path as specified above. Conversely, if we choose such a path in a tiling of \(X(\sigma_i)\), we can thicken it to a strip and thus obtain a tiling of \(X(\sigma)\). \(\blacksquare\)
Now, let $\sigma = w_0(n)$, the order-reversing permutation in $S_n$; $X(\sigma)$ is then a regular $2n$-gon.

(3.4) COROLLARY. The number of tilings of $X(w_0(n))$ equals the sum, over all tilings of $X(w_0(n-1))$, of the number of borders.

PROOF. Let $i = n$ in Lemma (3.3). Then $\sigma_i = \sigma_n = w_0(n-1)$; the path $p$ connects $M$ and $M'$, and consists of $n-1$ edges, so it is a border in $T' \in T(w_0(n-1))$.

REMARK. Since it is bipartite, the graph $T(w_0(n))$ may be considered as the Hasse diagram of a ranked poset, the rank of each vertex equaling its distance from some fixed vertex. If that fixed vertex is chosen to be the tiling shown in figure 8 ($n = 5$), then the poset we obtain is the higher Bruhat order $B(n,2)$, described in [10] and [16].
4. $N(a_1, \ldots , a_m)$ and lattice paths

Let $a_1 + \ldots + a_m = n$ be positive integers, and suppose that $\sigma \in S_n$ performs a permutation $\omega \in S_m$ on the $m$ blocks $\{ 1, \ldots , a_1 \}, \{ a_1+1, \ldots , a_1+a_2 \}, \ldots , \{ a_1+\ldots+a_{m-1}+1, \ldots , n \}$, while preserving the consecutiveness and the order of the elements within each block. Then $\sigma$ can be thought of as a (special kind of) permutation of a multiset with $a_i$ copies of $i$, for $i = 1, \ldots , m$. Since the different copies of the same $i$ are not permuted among themselves, we can make the edges corresponding to them parallel. Thus $X(\sigma)$ is replaced by a $2m$-gon resembling $X(\omega)$, except that for each $i$, the $i$-th side counter-clockwise from $M$ and the $\omega(i)$-th side clockwise from $M$ have length $a_i$. (See figure 9; in it, and in some subsequent figures, we will allow the point $M$ to be elsewhere than at the top, for convenience, rather than rotate the entire polygon.)

$\sigma = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\ 7 & 8 & 3 & 4 & 5 & 1 & 2 & 6 \end{pmatrix}$ or $\begin{pmatrix} 1 & 1 & 2 & 2 & 3 & 3 & 4 & 4 \\ 4 & 4 & 2 & 2 & 1 & 1 & 3 & 3 \end{pmatrix}$

$\omega = \begin{pmatrix} 1 & 2 & 3 \end{pmatrix}$

$X(\sigma)$

The number of $(i,j)$-tiles will equal $a_ia_j$ if the $i$-th and $j$-th blocks are switched by $\sigma$ (since each of the $a_i$ elements of the $i$-th has to be switched with each of the $a_j$ elements of the $j$-th), and 0 otherwise.

If $\omega = w_0(m)$, the order-reversing permutation in $S_m$, then the $2m$-gon $X(\sigma)$ is convex (see figure 10); we denote it by $X(a_1, \ldots , a_m)$, and the set and number of tilings thereof by $T(a_1, \ldots , a_m)$ and $N(a_1, \ldots , a_m)$, respectively. Since the point $M$
can be situated at any vertex of the $2m$-gon, it is clear that $N(a_1, \ldots, a_m) = N(a_i, \ldots, a_m, a_1, \ldots, a_{i-1})$ for any $i$.

![Diagram](image)

In this case, the number of $(i,j)$-tiles will always be $a_i a_j$, so the total number of tiles is given by

$$\text{inv} (\sigma) = \sum_{1 \leq i < j \leq m} a_i a_j .$$

As mentioned in the introduction, many enumerative results about plane partitions translate into results about tilings of convex hexagons. In particular, MacMahon proved that

$$N(a,b,c) = \frac{H(a+b+c)H(a)H(b)H(c)}{H(a+b)H(a+c)H(b+c)} ,$$

where $H(n) = (n-1)!(n-2)! \ldots (2)!$ is the hyperfactorial function. (For a modern proof, see [8].) We will now look at tilings of two special kinds of octagons.

The following results can easily be generalized (see [5]) to the general case of $T(a,b,c,d)$. (Note: unlike fig. 1, the pictures below are not intended to be viewed 3-dimensionally.)

(4.1) LEMMA. There exists a bijection between $T(a,b,1,1)$ and the set of lattice-path diagrams consisting of an $a \times b$ grid with a light-colored path and a
dark-colored path, both starting at $(0,0)$ and ending at $(a,b)$, and a distinguished crossing point (or *root*); at $(0,0)$, the dark-colored path is above the light-colored one (if viewed from $(a,0)$), whereas at $(a,b)$, the light-colored path is above the dark-colored one. (See fig. 11a,b,c; $a = 5$, $b = 6$)

**PROOF.** As in the proof of Lemma 3.3, we can shrink the dark-colored \-strip and light-colored \-strip so that they become paths, with a distinguished point marking the place of the unique $(\_\_)$-tile. Then we bend the figure so as to make the grid into a rectangular one. This procedure can clearly be reversed, so it gives a bijection. ■

(4.2) **LEMMA.** There exists a bijection between $T(a,1,c,1)$ and the set of lattice-path diagrams consisting of an $a \times c$ grid with a light-colored path starting at $(0,c)$ and ending at $(a,0)$, a dark-colored path starting at $(0,0)$ and ending at $(a,c)$, and a distinguished crossing point (or *root*). (See fig. 11d,e; $a = 5$, $c = 3$)

**PROOF.** As above, we shrink the dark-colored \-strip and light-colored \-strip so that they become paths, with a distinguished point marking the place of the unique $(\_\_)$-tile. Again, since it is clearly reversible, this procedure gives a bijection. ■
It follows immediately from (4.2) that

\[ N(a,1,c,1) = \sum_{p+r=a, q+s=c} \binom{p+r}{p} \binom{p+s}{p} \binom{q+r}{q} \binom{q+s}{q}. \]

No closed formula is known for this sum. However, the following recurrence relation, first obtained by P. Brock, can be found in [15]:

(4.3) PROPOSITION.

\[ N(a,1,c,1) - N(a-1,1,c,1) - N(a,1,c-1,1) - N(a,1,c,1) = \binom{a+c}{a}^2. \]
5. A $q$-analogue of $N(a,b,1,1)$

Let us define the $q$-analogues

$$\begin{align*}
(k)_q &= 1 + q + q^2 + \ldots + q^{k-1} = \frac{1 - q^k}{1 - q}, \\
(k)_q! &= (1)_q(2)_q \cdots (k)_q, \\
\binom{n}{k}_q &= \frac{(k)_q!}{(k)_q!(n-k)_q!},
\end{align*}$$

and so forth. Let $T_0$ be the special tiling of $X(a,b,1,1)$ shown in figure 13, and define $N(a,b,1,1; q)$ to be a polynomial in $q$, in which the coefficient of $q^k$ equals the number of vertices at distance $k$ from $T_0$ in the graph $T(a,b,1,1)$. We can now prove a stronger version of Kuperberg and Propp's conjecture, using the standard non-intersecting-path techniques of Gessel and Viennot [6].

(5.1) THEOREM. $N(a,b,1,1; q) = 2(q^a + q^b + 1)(q^a + q^b + 2)$

PROOF. One first observes that under the bijection given in lemma 4.1, each hexagon-flip in a tiling corresponds either to "bending a corner" of one of the paths (figure 12a,b; note that this changes the area under that path by 1) or to moving the root by 1 (figure 12a,c). (The latter, of course, is not always possible; in figure 12a, for instance, the root can be moved only to the left.) We can define the distance between two $a \times b$ lattice-path diagrams to be the minimal number of such moves needed to get from one to the other; this, of course, equals the distance between the corresponding tilings.
The tiling $T_0$ that we have chosen is the one corresponding to a pair of paths with area 0, the root having coordinates $(a,0)$. (See figure 13; denote this lattice-path diagram by $D_0$.) Thus, if we take any $T \in T(a,b,1,1)$ and the corresponding lattice-path diagram $D$, the distance from $D$ to $D_0$ is greater than or equal to the sum of the areas under the paths in $D$, plus the distance (in a taxi-cab metric) between its root $((i,j)$, say) and $(a,0)$, namely $a-i+j$. It is also easy to see that it is, in fact, possible to get from $D$ to $D_0$ in that number of steps; so the distance
from $D$ to $D_0$, and hence the distance from $T$ to $T_0$, is exactly equal to the sum of the areas plus $a-i+j$.

The pairs of paths described in (4.1) are clearly in a one-to-one correspondence with (unordered) pairs of non-crossing paths from $(0,0)$ to $(a,b)$, together with a choice of root. (Simply interchange the two paths, starting at the root.) Since our pairs are now unordered, we need no longer distinguish the color of the paths. We will denote the set of such pairs by $P(a,b)$.

Another observation, illustrated in figure 14, is that there exists a bijection between $P(a,b)$ and $P'(a,b)$, the set of pairs of non-crossing paths, one from $(0,0)$ to $(a,b+1)$, the other from $(0,0)$ to $(a+1,b)$. Given an element of $P(a,b)$, we can replace the root by an L-shaped pair of edges to get an element of $P'(a,b)$. Conversely, given an element of $P'(a,b)$, we can follow the paths from $(0,0)$ to their last point of intersection, after which the paths must part company – one's next edge going up, the other one's next edge going to the right; we can
replace this L-shaped pair of edges by a root to get an element of $P(a,b)$. Note that going from an element of $P(a,b)$ to one of $P'(a,b)$ increases the sum of the areas under the paths by precisely $a-i+j$, where $(i,j)$ was the root; the extra area is shaded.

Finally, we attach a weight of $q^k$ to each horizontal edge at height $k$, and a weight of 1 to each vertical edge. Thus, for a path $p$ from $(0,0)$ to $(m,n)$, $q^{\text{area}(p)}$ equals the weight of the path, defined as the product of the weights of its edges. It is also well-known (e.g., [12]), that

$$\sum_{p:(0,0)\to (m,n)} q^{\text{area}(p)} = \left( \begin{array}{c} m+n \\ m \end{array} \right)_q.$$ 

Therefore,

$$N(a,b,1,1;q) = \sum_{T \in T(\sigma)} q^{\text{distance}(T,T_0)} = \sum_{p:(0,0)\to (a,b)} q^{\text{area}(p)+\text{area}(p')+a-i+j}$$

$$= \sum_{p:(0,0)\to (a,b+1)} q^{\text{area}(p)+\text{area}(p')}$$

(by the last observation)

$$= \sum_{p:(0,0)\to (a+1,b)} q^{a+1} \sum_{p':(1,-1)\to (a+2,b-1)} q^{\text{wt}(p)\text{wt}(p')}$$

(translate $p'$ down by 1, and to the left by 1)
= q^{a+1} \left\{ \sum_{p:(0,0)\to(a,b+1)} \sum_{p':(1,-1)\to(a+2,b-1)} \text{wt}(p) \text{wt}(p') - \sum_{p'':(0,0)\to(a+2,b-1)} \sum_{p':(1,-1)\to(a,b+1)} \text{wt}(p'') \text{wt}(p''') \right\} \\
= q^{a+1} \left\{ \sum_{p:(0,0)\to(a,b+1)} \sum_{p':(1,-1)\to(a+2,b-1)} \text{wt}(p) \text{wt}(p') - \sum_{p'':(0,0)\to(a+2,b-1)} \sum_{p':(1,-1)\to(a,b+1)} \text{wt}(p'') \text{wt}(p''') \right\} \\
\text{(interchange } p'' \text{ and } p''', \text{ starting at their first intersection)} \\
= q^{a+1} \left\{ \sum_{p:(0,0)\to(a,b+1)} \sum_{p':(1,-1)\to(a+2,b-1)} \text{wt}(p) \text{wt}(p') - \sum_{p'':(0,0)\to(a+2,b-1)} \sum_{p':(1,-1)\to(a,b+1)} \text{wt}(p'') \text{wt}(p''') \right\} \\
\text{(since any such } p'' \text{ and } p''' \text{ must intersect)} \\
= q^{a+1} \left[ \sum_{p:(0,0)\to(a,b+1)} \text{wt}(p) \right] \left[ \sum_{p:(1,-1)\to(a+2,b-1)} \text{wt}(p) \right] - \left[ \sum_{p:(0,0)\to(a+2,b-1)} \text{wt}(p) \right] \left[ \sum_{p:(1,-1)\to(a,b+1)} \text{wt}(p) \right] \\
= q^{a+1} \left[ \left( \frac{a+b+1}{a} \right)_q q^{-(a+1)} \left( \frac{a+b+1}{a+1} \right)_q - \left( \frac{a+b+1}{a+2} \right)_q q^{-(a-1)} \left( \frac{a+b+1}{a-1} \right)_q \right] \\
= \frac{(2)_q (a+b+1)_q! (a+b+2)_q!}{(a)_q (b)_q! (a+2)_q! (b+2)_q!}. \quad \blacksquare \\

(See [5] for some enumerative results about tilings of \(X(a,b,1,1)\) and \(X(a,1,b,1)\) invariant under the various subgroups of the symmetry groups of the octagons, as well as some examples of the "\(q = -1"\) phenomenon, first mentioned in [14]. For instance,
\[
\lim_{q \to -1} N(a,b,1,1;q)
\]
gives the number of tilings of \(X(a,b,1,1)\) which have central symmetry.

6. A similar construction for \(B_n\)

Figure 15 shows the Coxeter diagrams for the three main families of irreducible finite Coxeter groups: \(S_n\) (also known as \(A_{n-1}\)), \(B_n\), and \(D_n\).

\[
\begin{align*}
S_n : & \quad 1 \quad 2 \quad 3 \quad \cdots \quad n-1 \\
B_n : & \quad 0 \quad 1 \quad 2 \quad \cdots \quad n-1 \\
D_n : & \quad 0 \quad 1 \quad 2 \quad \cdots \quad n-1
\end{align*}
\]

fig. 15

Let us first consider \(B_n\), the group generated by elements \(\pi_0, \pi_1, \ldots, \pi_{n-1}\), subject to the relations

1. \(C_0\) \(\pi_i^2 = 1\), for all \(i\);
2. \(C_1\) \(\pi_i \pi_j = \pi_j \pi_i\), whenever \(|i-j| > 1\);
3. \(C_2\) \(\pi_i \pi_{i+1} \pi_i = \pi_{i+1} \pi_i \pi_{i+1}\), for all \(1 \leq i \leq n-2\);
4. \(C_3\) \(\pi_0 \pi_1 \pi_0 \pi_1 = \pi_1 \pi_0 \pi_1 \pi_0\).

One realization of \(B_n\) (see [7]) is as the group of signed permutations of \([n]\), where \(\pi_0\) changes the sign of the first object, and the other \(\pi_i\) act like the adjacent transpositions \(\tau_i\) in \(S_n\). Another is as the subgroup of \(S_{2n}\) (where the set of objects being permuted is \(\pm[n] = \{-n, \ldots, -2, -1, 1, 2, \ldots, n\}\)) generated by

\[\pi_0 = \tau_0 = (-1,1)\]

and

\[\pi_i = \tau_i \tau_{-i} = (i,i+1)(-i,-i-1) \quad \text{for} \quad 1 \leq i \leq n-1.\]
(Note that second half of this kind of permutation is precisely a signed permutation of \([n]\).) Yet another realization is as a matrix group, generated by

\[
M_0 = \begin{bmatrix}
-1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 1 \\
\end{bmatrix},
M_1 = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 1 \\
\end{bmatrix},
M_2 = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 1 \\
\end{bmatrix}, \ldots, M_{n-1} = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 1 \\
\end{bmatrix}.
\]

It is the second realization which will be the most useful to us. For any \(\rho \in B_n\), let \(\sigma\) be the corresponding permutation in \(S_{2n}\); let \(X(\rho) := X(\sigma)\), and let \(T(\rho)\) be the set of horizontally-symmetric rhombic tilings of \(X(\rho)\).

(For instance, if

\[
\rho = \begin{bmatrix}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & -1 \\
\end{bmatrix}, \quad \text{then} \quad \sigma = \begin{bmatrix}
-3 & -2 & -1 & 1 & 2 & 3 \\
3 & 1 & -2 & 2 & -1 & -3 \\
\end{bmatrix};
\]

one possible tiling of the corresponding 12-gon is shown in figure 16.)

We will, for the rest of this section, use the word \textit{tile} to mean either a single rhombus situated on the horizontal symmetry axis, or a pair of rhombi symmetric with respect to that axis.

Let \(V(\rho)\) denote the set, and \(N(\rho)\) the number, of \(C_1\)-equivalence classes of reduced words \(z = (z_1, \ldots, z_m)\), such that \(\pi_{z_1} \cdots \pi_{z_m} = \rho\). (For instance, for the \(\rho\) used in the example above, one such word is \((0, 2, 1, 0, 1, 2, 1)\).

(6.1) \textsc{Theorem.} There exists a bijection between \(T(\rho)\) and \(V(\rho)\).
PROOF. As in the proof of Theorem (2.2), we first seek to establish a bijection between reduced words for \( \rho \) and valid horizontally-symmetric ordered tilings of \( X(\rho) \). Let \( \sigma \in S_{2n} \) be the permutation corresponding to \( \rho \). Given a reduced word \( z = (z_1, \ldots, z_m) \) for \( \rho \in B_n \), we can do the following: take the leftmost border of \( X(\rho) = X(\sigma) \); then, for each \( z_k \), perform on the border the transposition, or pair thereof, corresponding to \( \pi_{z_k} \). If we assume for the moment that the border will always move to the right, then, if we label the tile created at step \( k \) with the number \( k \), it is clear that we will get an ordered, horizontally-symmetric tiling of \( X(\rho) \). Conversely, any such ordered tiling can be reinterpreted to give a word for \( \rho \); it will be a reduced word provided that, at each step, the length of the element of \( B_n \) recorded by the border increases.

Thus, all we need to verify is that for any \( \rho \in B_n \), \( l(\rho \pi_i) > l(\rho) \) if and only if the border corresponding to \( \rho \pi_i \) is to the right of the one corresponding to \( \rho \).

(6.2) FACT. The length function on \( B_n \) (considered as the group of signed permutations of \([n]\)) is

\[
l(\rho) = f(\rho) + g(\rho) + h(\rho),
\]

where

\[
f(\rho) = \#(j : j > 0, \rho(j) < 0),
\]

\[
g(\rho) = \#(j, k : j < k, \rho(j) + \rho(k) < 0),
\]

\[
h(\rho) = \#(j, k : j < k, -\rho(j) + \rho(k) < 0).
\]

(This is a special case of the geometric interpretation of the length function in a reflection group; see [7], section 1.6).

Armed with (6.2), we can simply check all the cases, shown in figure 17 and Table I; here, \( a, b \in [n], a < b \).

Case 1 (figure 17a). If \( \rho(1) = a \), then multiplying \( \rho \) by \( \pi_0 \) will increase \( f(\rho) \) by 1, while clearly not changing the contribution of pairs \((1, k)\) to the sum \( g(\rho) + h(\rho) \); as we had hoped, the border moves to the right.
Case 1' (17a). If \( \rho(1) = -a \), then multiplying \( \rho \) by \( \pi_0 \) will decrease \( f(\rho) \) by 1, while clearly not changing the sum \( g(\rho) + h(\rho) \); the border moves to the left.

Case 2 (17b). If \( \rho(i) = a \) and \( \rho(i+1) = b \), then multiplying \( \rho \) by \( \pi_i \) will not change \( f(\rho) \) and \( g(\rho) \), while increasing \( h(\rho) \) by 1; the border moves to the right.

Case 2' (17b). If \( \rho(i) = b \) and \( \rho(i+1) = a \), then multiplying \( \rho \) by \( \pi_i \) will not change \( f(\rho) \) and \( g(\rho) \), while decreasing \( h(\rho) \) by 1; the border moves to the left.

The remaining 6 cases (17c,d,e) are similar.

<table>
<thead>
<tr>
<th>Generator</th>
<th>Effect on lower half of border</th>
<th>Fig. 17</th>
<th>( \Delta l(\rho) )</th>
<th>( \Delta \text{ inv}(\sigma) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi_0 )</td>
<td>( \begin{pmatrix} a &amp; \ldots \ -a &amp; \ldots \end{pmatrix} )</td>
<td>a</td>
<td>+1</td>
<td>+1</td>
</tr>
<tr>
<td>( \pi_i, i &gt; 0 )</td>
<td>( \begin{pmatrix} \ldots &amp; a &amp; b &amp; \ldots \ \ldots &amp; b &amp; a &amp; \ldots \end{pmatrix} )</td>
<td>b</td>
<td>+1</td>
<td>+2</td>
</tr>
<tr>
<td>( \pi_i, i &gt; 0 )</td>
<td>( \begin{pmatrix} \ldots &amp; -b &amp; a &amp; \ldots \ \ldots &amp; a &amp; -b &amp; \ldots \end{pmatrix} )</td>
<td>c</td>
<td>+1</td>
<td>+2</td>
</tr>
<tr>
<td>( \pi_i, i &gt; 0 )</td>
<td>( \begin{pmatrix} \ldots &amp; -a &amp; b &amp; \ldots \ \ldots &amp; b &amp; -a &amp; \ldots \end{pmatrix} )</td>
<td>d</td>
<td>+1</td>
<td>+2</td>
</tr>
<tr>
<td>( \pi_i, i &gt; 0 )</td>
<td>( \begin{pmatrix} \ldots &amp; -b &amp; -a &amp; \ldots \ \ldots &amp; -a &amp; -b &amp; \ldots \end{pmatrix} )</td>
<td>e</td>
<td>+1</td>
<td>+2</td>
</tr>
</tbody>
</table>

Table I
Now that we have a bijection between reduced words for $\sigma$ and valid ordered tilings of $X(\sigma)$, we need to show that two words are $\mathcal{C}_1$-equivalent if and only if they correspond to different orderings of the same tiling. We can essentially repeat the argument from the proof of Theorem 2.2, replacing "$\mathcal{C}_1$" with "$\mathcal{C}_1$".

If $z$ differs from $z'$ by the interchange of $z_k$ and $z_{k+1}$, with $|z_k - z_{k+1}| > 1$, then the $k$-th and $(k+1)$-st tiles of the ordered tiling corresponding to $z$ lie on a common border but cannot be adjacent; their numbers can thus be safely interchanged. So the ordered tilings corresponding to $z$ and $z'$ differ only by the ordering of the tiles, and hence the same is true for any $\mathcal{C}_1$-equivalent $z$ and $z'$.

Conversely, let $A$ and $B$ be two valid orderings of the same tiling consisting of $m$ tiles. If the $m$-th tile of $A$ ($t$, say) is the $k$-th tile of $B$, with $k < m$, then look at the $(k+1)$-st tile of $B$ ($t'$, say). Since $t$ and $t'$ are consecutive in $B$, they must be on some common border; however, since $t$ came before $t'$ in $B$ and $t'$ came before $t$ in $A$, they cannot be adjacent. Hence, if $z$ is the word corresponding to $B$, we have $|z_k - z_{k+1}| > 1$; so we can interchange, in $B$, the labels "$k$" and "$k+1$", which will switch $z_k$ and $z_{k+1}$. Repeat this until the $m$-th tile of $A$ is also the $m$-th tile of $B$; induction takes care of the rest.

This gives us the desired bijection between $V(\sigma)$ and $T(\sigma)$. ■

(6.3) COROLLARY (of proof). The word $z = (z_1, \ldots, z_m)$ is a reduced word for $\rho \in B_n$ if and only if the word $w$, obtained from $z$ by inserting $-i$ after each positive entry $i$, is a reduced word for the corresponding $\rho \in S_{2n}$. ■

Let the set of horizontally-symmetric tilings of a $4n$-gon be considered as a graph, where two tilings are adjacent if they differ by either

1) a horizontally-symmetric pair of hexagon-flips, or

2) an octagon-flip (see figure 18), for a sub-octagon centered on the symmetry axis.
(6.4) PROPOSITION. The graph defined above is connected.

PROOF. By (1.1), one can get from any reduced word for \( \sigma \) to any other by repeatedly applying relations of type \( C_1, C_2, \) and \( C_3. \) Applying \( C_1 \) corresponds to going between different orderings of the same tiling; applying \( C_2 \) corresponds to flipping horizontally-symmetric pairs of sub-hexagons; applying \( C_3 \) corresponds to flipping sub-octagons. Thus, it is possible, by means of such hexagon-flips and octagon-flips, to get from any tiling of \( X(\sigma) \) to any other. ■

(6.5) PROPOSITION. If \( w_0(B_n) \) is the element of \( B_n \) which reverses all the signs, then the number of tilings of \( X(w_0(B_n)) \) equals the sum, over all tilings of \( X(w_0(B_{n-1})) \), of the number of pairs of non-crossing paths of length \( n-1 \), connecting \( M \) to some (common) point on the horizontal symmetry axis.

PROOF. For any tiling of \( X(w_0(B_n)) \), a regular \( 4n \)-gon (figure 19a), the two strips corresponding to \( n \) and \( -n \) (which cross exactly once, on the symmetry axis) can be removed (19b) and the remaining parts joined together (19c). The result is (after a slight bending of the angles) a tiling of \( X(w_0(B_{n-1})) \) (19d); above the symmetry axis, the pair of paths along which the tiling was joined obviously is as described above. Conversely, if we choose such a pair of paths in a tiling of \( X(w_0(B_{n-1})) \), we can insert a pair of strips and thus obtain a tiling of \( X(w_0(B_n)) \). ■
7. **A similar construction for** \( D_n \)

Now, we consider \( D_n \), the group generated by elements \( \theta_0, \theta_1, \ldots, \theta_{n-1} \), with the relations

\[
\begin{align*}
C_0) & \quad \theta_i^2 = 1, \text{ for all } i; \\
C_1) & \quad \theta_i \theta_j = \theta_j \theta_i, \text{ if } |i-j| > 1 \text{ and } \{ i,j \} \neq \{ 0,2 \}; \\
C_2) & \quad \theta_i \theta_{i+1} \theta_i = \theta_{i+1} \theta_i \theta_{i+1}, \text{ if } i \geq 1; \\
C_3) & \quad \theta_0 \theta_1 = \theta_1 \theta_0; \\
C_4) & \quad \theta_0 \theta_2 \theta_0 = \theta_2 \theta_0 \theta_2.
\end{align*}
\]

One realization of \( D_n \) (see [7]) is as the subgroup of \( B_n \) consisting of those signed permutations that have evenly many minus signs. In this case, \( \theta_0 \) changes the signs of the first two objects and also transposes them; the other \( \theta_i \) are the same as \( \pi_i \) in the realization of \( B_n \). Similarly, there is a realization of \( D_n \) as a subgroup of \( S_{2n} \), with
\[ \theta_0 = \left( \begin{array}{cccc} \ldots & -2 & -1 & 1 \\ -1 & 2 & -2 & -1 \\ \ldots & \ldots & \ldots & \ldots \end{array} \right), \]

and the other \( \theta_i \) equal to the \( \pi_i \) of \( B_n \); and a matrix realization, in which \( \theta_0 \) corresponds to

\[ M_0 = \begin{bmatrix} 0 & -1 & 0 & \ldots & 0 \\ -1 & 0 & 0 & \ldots & 0 \\ 0 & 0 & 1 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & 1 \end{bmatrix} \]

We will, once again, use the second realization to construct tilings, just as we did for \( B_n \). We notice, however, that if \( \rho \in D_n \) corresponds to

\[ (\ldots -s \ -t \ t \ s \ldots) \in S_{2n} \]

with \( s, t \in \pm[n] \), then \( \rho \theta_0 \) corresponds to

\[ (\ldots t \ s \ -s \ -t \ldots) \in S_{2n}. \]

Hence \( \theta_0 \) must be represented not by a simple tile or pair of tiles, but by a megatile, a non-convex octagon placed on, and symmetric about, the horizontal symmetry axis. Figure 20 shows the possible shapes of a megatile, for all the possible values of \( s \) and \( t \), letting \( 1 \leq a < b \leq n \).

Furthermore, in the latter cases, the megatile can be self-intersecting (figure 21). This would seem to be disastrous, at least from an aesthetical point of view; fortunately, it can be easily corrected.
Without loss of generality, let us take case c) of figure 20. What we need is for the segment $KL$ not to intersect the segment $IJ$ (figure 22a). Let $N$ be the 4th vertex of a parallelogram whose other vertices are $J, K$, and $L$, and let $l$ be a line parallel to $IJ$ and passing through $N$. If $K$ is to the right of $l$, then clearly $KL$ and $IJ$ will not intersect.

Since $JK$ has length 1, $K$ is on a circle with centre $J$ and radius 1. Recall that the slopes of $JN$ and $l$ are opposite. So, if the slope of $JN$ is greater than $\sqrt{3} = \tan 60^\circ$, the arc that includes $K$ will be to the right of $l$. (See figure 22b).

Thus, if the slopes of all the sides of the $4n$-gon are greater than $\sqrt{3}$ (in absolute value), there is no danger of self-intersection.

For any $\rho \in D_n$, let $\sigma$ be the corresponding permutation in $S_{2n}$; let $X(\rho) := X(\sigma)$. Let $T(\rho)$ be the set of horizontally-symmetric tilings of $X(\rho)$ by means of rhombi (which cannot be on the horizontal axis) and megatiles. (For
instance, one tiling of $X(\rho)$, where $\rho$ is the one used in the example in section 6, is shown in figure 23).

![Figure 23](image)

We will, for the rest of this section, use the word *tile* to mean either a megatile centred on the horizontal symmetry axis, or a pair of rhombi symmetric with respect to that axis.

Let $V(\rho)$ denote the set, and $N(\rho)$ the number, of $C_1$-equivalence classes of reduced words $\mathbf{z} = (z_1, \ldots, z_m)$, such that $\theta_{z_1} \ldots \theta_{z_m} = \rho$. (For instance, in the example above, one such word is $(0, 2, 1, 2, 1)$.)

(7.1) THEOREM. There is a bijection between $T(\rho)$ and $V(\rho)$.

PROOF. As before, we first find a bijection between reduced words for $\rho$ and valid horizontally-symmetric ordered tilings of $X(\rho)$. Given a reduced word $\mathbf{z} = (z_1, \ldots, z_m)$ for $\rho \in D_n$, we can do the following: take the leftmost border of $X(\rho) = X(\sigma)$; then, for each $z_k$, perform on the border the transformation corresponding to $\theta_{z_k}$. If we assume for the moment that the border will always move to the right, then, if we label the tile created at step $k$ with the number $k$, it is clear that we will get an ordered, horizontally-symmetric tiling of $X(\rho)$. Conversely, any such ordered tiling can be reinterpreted to give a word for $\rho$; it will be a reduced word provided that, at each step, the length of the element of $D_n$ recorded by the border increases.
Thus, all we need to verify is that for any $\rho \in D_n$, $l(\rho \theta_i) > l(\rho)$ if and only if the border corresponding to $\rho \theta_i$ is to the right of the one corresponding to $\rho$.

(7.2) FACT. The length function on $D_n$ (considered as a group of signed permutations of $[n]$) is

$$l(\rho) = g(\rho) + h(\rho),$$

where $g(\rho)$ and $h(\rho)$ are as they were defined in section 6.

(As with (6.2), this is a special case of the geometric interpretation of the length function in a reflection group; see [7], section 1.6).

The effects of multiplying $\rho$ by the generators $\theta_1, \ldots, \theta_{n-1}$ are the same as the effects of $\pi_1, \ldots, \pi_{n-1}$ in the case of $B_n$ (since none of them affect $f(\rho)$). Thus we only need to look at multiplication by $\theta_0$. Figure 20 and Table II show all the possibilities for $\theta_0$, with $1 \leq a < b \leq n$.

Case 1 (figure 20a). If $\rho(1) = a$ and $\rho(2) = b$, then multiplying $\rho$ by $\pi_0$ will not change the total contribution of pairs $(1, k)$ and $(2, k)$ to the sum $g(\rho)+h(\rho)$, nor the contribution of the pair $(1, 2)$ to $h(\rho)$, while the contribution of the pair $(1, 2)$ to $g(\rho)$ increases by 1; as we had hoped, the border moves to the right.

Case 1’ (20a). If $\rho(1) = -b$ and $\rho(2) = -a$, then multiplying $\rho$ by $\pi_0$ undoes what was done in Case 1; so $l(\rho)$ decreases by 1, and the border moves to the left.

The remaining 6 cases (20b,c,d) are similar.

<table>
<thead>
<tr>
<th>Effect on lower half of border</th>
<th>Fig.</th>
<th>$\Delta l(\rho)$</th>
<th>$\Delta \text{inv}(\sigma)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\begin{pmatrix} a &amp; b &amp; \ldots \ -b &amp; -a &amp; \ldots \end{pmatrix}$</td>
<td>a</td>
<td>+1</td>
<td>+4</td>
</tr>
<tr>
<td>$\begin{pmatrix} b &amp; a &amp; \ldots \ -a &amp; -b &amp; \ldots \end{pmatrix}$</td>
<td>b</td>
<td>+1</td>
<td>+4</td>
</tr>
<tr>
<td>$\begin{pmatrix} -a &amp; b &amp; \ldots \ -b &amp; a &amp; \ldots \end{pmatrix}$</td>
<td>c</td>
<td>+1</td>
<td>+2</td>
</tr>
</tbody>
</table>
Table II

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>-a</td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>-b</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>+1</td>
<td>+2</td>
</tr>
</tbody>
</table>

Now that we have a bijection between reduced words for $\sigma$ and valid ordered tilings of $X(\sigma)$, we need to show that two words are $\mathcal{C}_1$-equivalent if and only if they correspond to different orderings of the same tiling. Once again, we use the argument from the proof of Theorem 2.2, *mutatis mutandis*.

If $z$ differs from $z'$ by the interchange of $z_k$ and $z_{k+1}$, with $|z_k - z_{k+1}| > 1$ and $\{z_k, z_{k+1}\} \neq \{0, 2\}$, then the $k$-th and $(k+1)$-st tiles of the ordered tiling corresponding to $z$ lie on a common border but cannot be adjacent; their numbers can thus be interchanged. So the ordered tilings corresponding to $z$ and $z'$ differ only by the ordering of the tiles, and hence the same is true for any $\mathcal{C}_1$-equivalent $z$ and $z'$.

Conversely, let $A$ and $B$ be two valid orderings of the same tiling consisting of $m$ tiles. If the $m$-th tile of $A$ ($t$, say) is the $k$-th tile of $B$, with $k < m$, then look at the $(k+1)$-st tile of $B$ ($t'$, say). Since $t$ and $t'$ are consecutive in $B$, they must be on some common border; however, since $t$ came before $t'$ in $B$ and $t'$ came before $t$ in $A$, they cannot be adjacent. Hence, if $z$ is the word corresponding to $B$, we have $|z_k - z_{k+1}| > 1$, and $\{z_k, z_{k+1}\} \neq \{0, 2\}$; so we can interchange, in $B$, the labels "$k" and "k+1", which will switch $z_k$ and $z_{k+1}$. Repeat this until the $m$-th tile of $A$ is also the $m$-th tile of $B$; induction takes care of the rest.

This gives us the desired bijection between $V(\sigma)$ and $T(\sigma)$. ■

Let $T(\rho)$ be considered as a graph, where two tilings are adjacent if they differ by either a horizontally-symmetric pair of hexagon-flips, or by an operation shown in figure 24a or 24b.
(7.3) **PROPOSITION.** The graph defined above is connected.

**PROOF.** By (1.1), one can get from any reduced word for $\sigma$ to any other by repeatedly applying relations of type $C_1$, $C_2$, $C_3$, and $C_4$. Applying $C_1$ corresponds to going between different orderings of the same tiling; applying $C_2$ corresponds to flipping horizontally-symmetric pairs of sub-hexagons; $C_3$ and $C_4$ correspond to the operations in figure 24a and 24b, respectively. Thus, it is possible, by means of all of these operations, to get from any tiling of $X(\sigma)$ to any other. ■
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